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1. INTRODUCTION 

1.1. Introduction to radiomics analysis 

Imaging biomarkers can be defined as tissue characteristics that are assessed in 

images obtained during medical imaging procedures and that carry information about 

biological processes. Among imaging biomarkers, a distinction can be made between 

qualitative markers, which allow the subjective characterization of the given tissue, and 

quantitative markers, which can be measured in a quantitative manner and thus allow the 

objective characterization of tissues. 

In daily clinical practice, radiological images obtained during medical imaging 

examinations are evaluated on a subjective, qualitative basis. Even current radiological 

diagnostic classification systems, such as the Liver Reporting and Data System  

(LI-RADS) (1) estimate the risk of tumor malignancy based on the descriptive 

morphological characteristics of the tumor. However, these qualitative imaging features 

are subjective and strongly depend on the radiologist’s expertise. The fact that subjective 

reading of medical images is constrained by the color depth of monitors and visual 

resolution, as well as other factors, means that a significant amount of the information 

contained in the images is lost during evaluation. 

As more medical data has become available in digital form through the 

digitalization of medical imaging modalities, new and more complex software have been 

developed to process, analyze, and evaluate them. As a result of the computerized analysis 

of medical images, a new subspecialty of radiology called “radiomics” has emerged 

inspired by the fields of proteomics and genomics. The term, radiomics has been 

introduced by Lambin et al. in 2012 (2). Radiomics analysis, as opposed to the traditional 

reading of medical images, is able to extract a large number of quantitative image features 

so called “radiomics features” based on well-defined mathematical equations from the 

regions of interest (ROI) or volumes of interest (VOI) of the scans obtained from medical 

imaging acquisitions. The aims of radiomics analysis are to explore the relationship 

between radiomics features and various clinical endpoints, and to identify imaging 

biomarkers with diagnostic and predictive value in determining tumor types, identifying 

high-risk patients with poor survival outcomes, and identifying those potential candidate 

patients who can benefit from a particular oncological treatment (3).  
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However, as a result of feature extraction, radiomics produce so-called “big data”. 

Big data is defined as data sets that are too large and complex for researchers to handle 

using traditional data processing methods. To extract meaningful information with 

predictive value from the vast amount of multidimensional data, techniques from the field 

of artificial intelligence (AI) are needed (4). Therefore, machine learning (ML) algorithms 

are almost always used in radiomics studies in addition to radiomics analysis. 

Previous studies showed that radiomics analysis can be used for facilitating the 

non-invasive diagnostics of both benign and malignant lesions of many different organs 

(5). While radiomics analysis combined with ML can speed up and improve non-invasive 

diagnosis by automating the evaluation of medical images, the development of clinical 

decision support tools that incorporate radiomics data alongside patients’ clinical data can 

help clinicians in identifying high-risk patients and assist in therapeutic decision-making. 

The main steps of radiomics analysis are image acquisition, image post-

processing, segmentation, radiomics feature extraction, feature selection, model building, 

and evaluation (Figure 1), which will be covered individually in the following sections. 

 
Figure 1. Workflow of radiomics analysis. The main steps of radiomics analysis are 

image acquisition followed by post-processing, lesion segmentation, radiomics feature 

extraction, dimension reduction, model building, and model evaluation. (Own source (6)) 
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1.1.1. Image acquisition and post-processing 

Despite the fact that the majority of studies to date have used CT scans, 

radiomics analysis can be applied to scans from all types of imaging acquisitions, 

including computed tomography (CT), positron emission tomography (PET),  

magnetic resonance imaging (MRI) scans, X-ray, and ultrasound (US) images.  

The first step in the workflow of a radiomics study is to collect and export medical images. 

To prevent losing potentially useful image features, images should be exported from the 

picture archiving and communication system (PACS) as Digital Imaging and 

Communication in Medicine (DICOM) files. Then, the images must be anonymized to 

remove patient-identifiable metadata. 

The medical images need further post-processing before radiomics analysis to 

increase the subsequently extracted radiomics features’ robustness and reproducibility. 

The most pivotal post-processing steps are intensity normalization, noise reduction, 

image registration, isotropic voxel resampling, and gray-level discretization (7). 

It is important to highlight that in MRI scans there is no fixed voxel signal intensity 

range for each tissue, unlike CT, where different tissues have well-defined density values 

within their more or less specific density range. Therefore, before performing radiomics 

analysis, it is necessary to standardize the signal intensity range of the selected ROI/VOI 

of MRI images. Plenty of different methods exist in the literature for standardization, 

however, this rescaling of voxel intensity values has a marked effect on the extracted 

radiomics features especially on first-order statistical features (8, 9). 

The variations in contrast administration protocols and patient hemodynamics 

make the contrast enhancement of organs and tumors dependent on these external factors, 

making it challenging to identify tumor-specific radiomic features (10, 11). However,  

no universally accepted post-processing method has been proposed so far to deal with this 

frequently encountered issue during radiomics analysis of post-contrast CT scans. 

Denoising is also an important post-processing step to increase the quality of 

images before feature extraction, since radiomics parameters, especially texture 

parameters, are sensitive to the signal-to-noise ratio (12). The use of noise filtering is a 

particularly crucial post-processing step for MRI images because of the presence of 

Gaussian and Rician noise (13). Meanwhile, in CT scans, noise filtering is most 
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frequently needed for metal implant artifacts (14). However, various artifact reduction 

algorithms such as the orthopedic metal artifact reduction (OMAR) algorithm now enable 

effective image evaluation even on CT images acquired with suboptimal quality (15). 

Previous studies showed that a significant number of radiomics features show 

dependency on voxel size that can be corrected with resampling (16). Isotropic 

resampling is recommended during radiomics feature extraction in order to get rotation-

invariant radiomics features. However, whether down-sampling or up-sampling is 

preferable is not yet clarified (17). 

Finally, image registration for motion correction is a fundamental post-processing 

step during radiomics analysis of multi-phasic post-contrast CT scans and multi-sequence 

MRI series. In order to ensure that the corresponding voxels from the various phase scans 

overlap with one another, image registration involves deforming the scan’s geometry 

using a variety of rigid and flexible algorithms (18). 

1.1.2. Segmentation 

The radiomics features are always extracted within a selected ROI or VOI.  

The ROI is frequently the region of the axial slice of the given structure with the largest 

diameter, whereas the VOI is typically the entire three-dimensional volume of the given 

structure. The delineation of ROIs/VOIs on the given image is called segmentation, which 

is most often performed manually (19). 

While most of the radiomics studies in the field of oncology define ROIs/VOIs as 

the area/volume of the lesions, there are examples in the literature investigating the role 

of radiomics analysis of tumor sub-components (20) and peritumoral areas (21). 

To investigate the robustness of radiometric features to inter- and intra-observer 

differences, either the manual segmentation must be performed by at least two 

independent readers, or the same reader must perform the manual segmentation twice 

with an appropriate interval between the two times. 

As manual segmentation is considered to be the most time-consuming step in the 

workflow of radiomics analysis that also suffers from subjectiveness, in order to automate 

and speed up the process, the need for the development of AI-based segmentation 

methods has increased in recent years (19). Even novices can easily train the most recently 
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developed convolutional neural network architectures for segmentation tasks if an 

annotated training data set of sufficient size is available. Moreover, the accuracy of a 

properly trained neural network can approach that of semi-automatic segmentation tools 

and the gold standard manual segmentation (Figure 2) while drastically reducing the 

workflow time (22). 

 
Figure 2. Comparison of manual, semi-automatic, and fully automatic AI-based 

segmentation of the liver. The semi-automatic segmentation of the liver completed by the 

grow from seeds algorithm of the 3DSlicer software showed promising results in both 

cases when either every 5th (C) or every 3rd (B) slice was segmented manually. Meanwhile, 

a V-Net convolutional neural network (D) after training on a small number of cases (<50) 

was able to reduce the time required for segmentation to seconds while reaching 

comparable accuracy with the manual segmentation (A) (22). 

1.1.3. Radiomics feature extraction 

Radiomics feature extraction refers to the automated retrieval of quantitative 

imaging features from the segmented ROIs of medical images using well-defined 

mathematical formulas. 
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The Image Biomarker Standardization Initiative (IBSI), an independent 

international collaboration, was established in 2016 to standardize the steps of radiomics 

analysis and the definitions of radiomics features. IBSI’s work aims to reduce the 

diversity of algorithms used in the literature, validate the different software used for 

radiomics analysis, and thus improve the reproducibility of radiomics research (17). 

The radiomics features can be divided into three main classes. The shape-based 

features assess the morphology of the selected structure including maximum diameter, 

area, volume, and sphericity among others. First-order statistical features such as mean, 

entropy, skewness, etc., evaluate the distribution of the intensity values of individual 

voxels without taking into account the spatial relationship of voxels (23) (Figure 3).  

 

Figure 3. Schematic illustration of extracting histogram-based first-order statistical 

features such as kurtosis from unenhanced (A) and corticomedullary phase post-contrast 

(B) computed tomography scans of a renal cell carcinoma. (Own source (24)) 
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While second-order features also known as texture features quantitatively describe 

the spatial distribution of voxels with given intensity values and evaluate the voxels’ 

relationship with each other. Texture features are calculated by intensity discretization, 

which means that each voxel intensity value is assigned to a single bin within a  

pre-defined range. To improve the reproducibility and robustness of radiomic parameters, 

the IBSI advises the discretization of voxel intensity values in its reference manual.  

There are two forms of gray-level discretization, the first is the fixed bin size method 

which specifies the width of the bins, while the second is the fixed bin count method 

which specifies the total number of bins used. The authors state that both the fixed bin 

width and the fixed bin count methods are regarded as acceptable if applied consistently 

to all images in the study, however in the case of MRI scans due to the arbitrary nature of 

the signal intensity values, the fixed bin count method is preferable (23). 

The main classes of texture parameters are the gray-level co-occurrence matrix 

(GLCM), the gray-level run-length matrix (GLRLM), the gray-level size zone matrix 

(GLSZM), the gray-level dependence matrix (GLDM), and the neighboring gray-tone 

difference matrix (NGTDM) based texture parameters. The detailed description as well 

as the standardized mathematical formulas of each radiomics feature calculated from 

these matrices can be found in the IBSI reference manual updated in 2019 (23). 

1.1.4. The construction of texture feature matrices 

The GLCM-based texture features are the most widely used class of texture 

features, introduced by Haralick et al. in 1973 (25). For a two-dimensional ROI or a  

three-dimensional VOI, the GLCM characterizes the co-occurrence of pixels/voxels with 

given gray values i and j along an axis of angle θ at a given δ distance (23).  

Most frequently, we characterize the co-occurrence of gray-level values of pixel pairs or 

voxel pairs that are next to each other (δ = 1) when computing the GLCM-based texture 

parameters (Figure 4). 

The GLRLM-based texture parameters were created by Galloway in 1975 (26). 

The GLRLM quantifies the run-length j of connected voxels with the same gray value i 

along a given θ-axis (23). In other words, it gives the number of those voxels with a given 

intensity value that are adjacent along a given axis and expresses the frequency of these 

values within a given segmented VOI (Figure 5). 
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Figure 4. Schematic illustration of the computation of gray-level co-occurrence matrix 

(GLCM) from a 5-voxel wide region of interest (ROI). The construction of a GLCM for 

an angle θ=0° and distance δ=1, where i and j denote the density values of each voxel in 

the selected ROI. An ROI of 5×5 voxels is defined within an axial CT slice of a renal 

tumor, where the density values of each voxel are positive integers between 1 and 5 for 

simplicity. The number of times that neighboring voxels at a given distance δ=1 and along 

a particular direction θ=0° take on the value of j is calculated for each step of the matrix 

creation after identifying the voxels with a given value of i. (Own source (27)) 

 
Figure 5. Schematic illustration of the computation of gray-level run-length matrix 

(GLRLM) from a 5-voxel wide region of interest (ROI). The construction of a GLRLM 

that summarizes the run-length (j) of adjacent voxels with a given i intensity value along 

a given direction with angle θ=90°. (Own source (28)) 
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The GLSZM-based texture features were described by Thibault et al. in 2014 (29). 

The GLSZM additionally specifies the number of linked voxels with identical gray 

values. The most notable difference from GRLRM is that GLSZM specifies the number 

of those given gray-valued voxels that are edge or corner touching within a specific ROI 

(23). Figure 6 demonstrated the calculation of the GLSZM in a simplified case. 

 

Figure 6. Schematic illustration of the computation of gray-level size zone matrix 

(GLSZM) from a 5-voxel wide region of interest (ROI). The construction of a GLSZM, 

where i denotes the density values of each voxel in the selected ROI, and j means the 

number of those voxels that have the same intensity value and are either edge or corner 

touching with each other. An ROI of 5×5 voxels is defined within an axial CT slice of a 

renal tumor, where the density values of each voxel are positive integers between 1 and 5 

for simplicity. (Own source (30)) 

The gray-level dependence matrix (GLDM)-based radiomics features were 

developed by Sun et al. in 1983 (31). During calculating the GLDM, we quantify the 

number of times that a central voxel with a given i intensity value has a neighboring voxel 

within a given δ distance that has the same i intensity (α = 0) (23). Figure 7 illustrates the 

construction of GLSZM in a simplified case. 
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Figure 7. Schematic illustration of the computation of gray-level dependence matrix 

(GLDM) from a 5-voxel wide region of interest (ROI). In the GLDM construction, i 

denotes the density values assigned to each voxel, and j denotes the number of voxels in 

the neighborhood of the central voxel that are "dependent" on it according to the criterion 

|i-m|≤α. The value of δ is most often chosen to be 1, in which case only the neighboring 

voxels directly adjacent to the central voxel are considered. The value of α is most often 

chosen as 0, in which case |i-m|≤α criterion meets the i=m criterion. An ROI of 5×5 

voxels is defined within an axial CT slice of a renal tumor, where the density values of 

each voxel are positive integers between 1 and 5 for simplicity. (Own source (32)) 

The neighboring gray-tone difference matrix (NGTDM) was introduced by 

Amadasun et al. in 1983 (33). The NGTDM quantifies the difference between the 

intensity value of a given central voxel and the average intensity value of its neighboring 

voxels within a particular distance of δ (23). Figure 8 illustrates the calculation of the 

NGTDM in a simplified case. When constructing the NGTDM, the number of voxels with 

a given intensity i (ni) within the selected area is determined, and their probability of 

occurrence (pi) is calculated. The average intensity of the neighboring voxels at a distance 

δ from these voxels is then subtracted from the intensity of the given gray-valued voxel 

i. Then, by summing their absolute values, we calculate the values of si. 
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Figure 8. Schematic illustration of the computation of neighboring gray-tone 

difference matrix (NGTDM) from a 5-voxel wide region of interest (ROI). An ROI of 

5×5 voxels is defined within an axial CT slice of a renal tumor, where the density values 

of each voxel are positive integers between 1 and 5 for simplicity. The construction of the 

NGTDM, where i is the intensity value of a given voxel, ni is the number of voxels of a 

given intensity i, and pi is the probability of occurrence of these voxels. From the intensity 

of a given gray-valued voxel i, the average intensity of the neighboring voxels at a 

distance δ=1 from this voxel is then subtracted and their absolute values are summed to 

obtain the matrix-specific values si. (Own source (34)) 

The detailed list of texture features calculated from the above-mentioned GLCM, 

GLRLM, GLSZM, GLDM, and NGTDM matrices as well as their definitions and 

mathematical formulas can be found in the reference manual of the IBSI (23).  

It is important to note that the software used for radiomics analysis may combine the 

matrix values calculated along each direction vector in different ways, using different 

mathematical operations. For example, in the case of the pyRadiomics (35) package 

coded in Python computer language, the radiomics feature extractor calculates each 

texture parameter symmetrically for each θ-axis separately taking into account both 

positive and negative direction vectors, and in the final step, it calculates the average 

value of the texture features. 
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1.2. Machine learning 

As a result of radiomics analysis, a large number of quantitative imaging features 

are extracted from the ROI/VOI, producing the so-called big data. To evaluate this big 

data, map the relationships between the large number of variables, and identify imaging 

features with predictive value, ML methods based on various mathematical models can 

be applied. 

Computer algorithms that can identify patterns and relationships from input data 

and then make precise decisions based on the knowledge gained during model training 

are referred to as "machine learning" (36). During ML model building, the algorithm 

needs a training dataset consisting of input variables such as radiomics features and 

clinical variables as predictors, and a test dataset whose cases’ outcome the algorithm can 

predict to evaluate its performance. The two main classes of ML algorithms that are 

commonly used for radiomics analysis are supervised and unsupervised learning 

algorithms. 

In supervised learning, the algorithm is provided with labeled input data 

containing the outcomes of the cases that the algorithm should learn and be able to predict. 

Depending on the nature of the output, the algorithm can be a classification algorithm that 

assigns the cases to classes and results in a categorical outcome, or a regression algorithm 

that fits the data and results in a continuous outcome (4). Depending on the endpoint of 

the study, these outcomes could be tumor type, mutation status, recurrence, or survival, 

to name a few examples. 

Meanwhile, in unsupervised learning, the algorithm is not provided with labels for 

the input cases, we only determine how many output classes the algorithm should classify 

the cases into. During model fitting, the algorithm itself determines the pattern in the input 

data and assigns the cases into output classes based on their similarities (4). 

Prediction/classification models can be built from either linear or non-linear ML 

algorithms. The most used linear algorithms in radiomics studies are logistic regression, 

and linear support vector classifier (SVC). While the most popular non-linear algorithms 

for classification are the k-nearest neighbor algorithm, the decision tree, the random forest 

classifier (RFC), the SVC with kernel trick, and artificial neural networks (ANN) (37). 
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A phenomenon that must be taken into account during model building known as 

“overfitting” is when an ML algorithm performs exceptionally well on cases of the 

training dataset but fails to predict the output labels of the cases when tested on an 

independent test dataset, indicating that the algorithm has learned a noise pattern that is 

unique to the training cases but not characteristic of the disease in general. On the 

contrary, a model that is under-fitted performs poorly in both the training and test set cases 

because it was unable to recognize significant relationships and patterns in the input data 

(Figure 9). 

 

Figure 9. Schematic illustration of fitting machine learning models to the training 

dataset. A machine learning model is properly fitted (B) if its performance is similarly 

high on both the training and the test set. Underfitting (A) and overfitting (B) are two 

common problems in machine learning model building that impair the generalizability of 

models. Underfitting means that the model was not able to capture meaningful 

relationships and patterns in the input data, and therefore the model performs poorly on 

both the training and test set cases. Conversely, overfitting is the phenomenon where the 

model captures a specific pattern in the training set that is not characteristic to the 

disease in general. As a result, the model achieves near-perfect performance on the 

training set but fails to predict the test set cases. (Own source (38)) 
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The most important ways to reduce the risk of overfitting are increasing the 

number of patients, applying regularization to the ML models, optimizing the tunable 

hyperparameters of ML models, and reducing the number of input variables to a 

reasonable amount. Both steps should be performed on the training set by means of 

validation techniques such as k-fold cross-validation (7, 39). 

The optimization of ML model hyperparameters is often completed with grid 

search by using validation datasets. The validation dataset differs from the test set in that 

it is not independent of the training set cases, instead, it refers to cases decoupled from 

the training dataset during model optimization and model selection. The grid search is an 

algorithm that takes into account a wide range of potential hyperparameter properties for 

an ML model and assesses the model’s performance in each potential setting to find the 

best solution (36). Dimensionality reduction can be carried out by using feature selection 

and feature extraction algorithms. The three types of feature selection approaches are 

filters, wrappers, and embedded methods (7). Filters based on univariate statistical tests, 

such as removing redundant variables with low variance or weak correlation with the 

outcome, can easily be applied to the dataset to select features. The more complicated 

wrappers select the most predictive variables with the highest importance score, such as 

recursive feature elimination (RFE). Embedded methods, which combine the benefits of 

filters and wrappers, such as the logistic regression-based least absolute shrinkage and 

selection operator (LASSO) algorithm can also be used to eliminate the redundant 

features. In contrast to feature selection algorithms, feature extraction algorithms create a 

new feature set by merging initial features. As an example, principal component analysis 

(PCA) compresses important features into principal components through the calculation 

of covariance matrices, eigenvalues, and eigenvectors (40). 

The performance of the ML model should be evaluated on independent external 

test datasets to prove their generalizability. However, in the case of single-center studies, 

there is no possibility to evaluate models on cases from other institutions. Therefore, it is 

recommended for single-center retrospective studies to split their own cases into training 

and hold-out test datasets which can be done either by a random generator or on a 

temporal basis. However, to ensure the independence of the test cases in studies with this 

design, it is crucial to take care to prevent data leakage between the training and test 

datasets (7, 37, 41, 42). 



19 
 

1.3. Radiomics analysis for liver fibrosis staging 

1.3.1. The global burden of liver fibrosis 

Hepatic fibrosis is a dynamic, progressive-regressive wound healing response 

process characterized by an imbalance between the synthesis and degradation of the 

extracellular matrix that involves a number of cell types and mediators. Chronic damaging 

factors to the liver such as chronic viral infection, drugs, metabolic disorders, or 

autoimmune diseases activate mechanisms of abnormal matrix synthesis and degradation 

resulting in changes in the composition and structure of the extracellular matrix around 

stellate cells. The disrupted homeostasis and impaired cell-matrix interaction lead to the 

activation of stellate cells, which then transform into myofibroblast-like contractile cells 

producing proinflammatory cytokines and collagen leading to connective tissue 

remodeling of the liver parenchyma through chronic accumulation of type I collagen 

fibers (Figure 10) (43). 

Cirrhosis is the most advanced stage of liver fibrosis, which leads to scarring and 

distortion of the liver tissue through the formation of cirrhotic nodules and connective 

tissue septa, causing portal hypertension and eventually leading to liver failure (44). 

Due to the insufficient reporting quality of certain countries, the estimation of the 

global burden of liver cirrhosis and the tendency of its prevalence is challenging (45).  

The Global Burden of Disease Study reported a marked increase in the age-standardized 

prevalence rate of decompensated cirrhosis between 1990 and 2017 (46). The data 

showed that while the prevalence of alcohol-associated, hepatitis virus-associated 

cirrhosis appears to be decreasing in Europe, the prevalence of non-alcoholic fatty liver 

disease (NAFLD)-associated cirrhosis is increasing (45). 

Based on the Global Health Estimates report of the World Health Organization 

(WHO), the number of deaths due to cirrhosis shows a slightly increasing tendency 

globally. While in 2000, it was the 11th leading cause of death and accounted for the deaths 

of 1,098,059 people; in 2019, it was responsible for the deaths of 1,315,359 people.  

Of these, 311,622 deaths were attributed to hepatitis B virus (HBV) infection, 351,313 to 

hepatitis C virus (HCV) infection, 323,276 patient deaths were associated with adverse 

alcohol consumption, and 329,149 deaths were due to cirrhosis of other causes (47). 
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Meanwhile, in Hungary in 2019, cirrhosis of the liver was responsible for an 

estimated number of 3059 people’s death. While the age-standardized mortality rate for 

cirrhosis was 19.3/100,000, of which 5.7/100,000 were attributable to HBV infection, 

2.9/100,000 to HCV infection, 8.7/100,000 were associated with alcohol consumption, 

and 2.0/100,000 were due to cirrhosis of other causes. This means that after Moldova, 

Romania, and Slovakia, Hungary had the 4th highest age-standardized mortality rate and 

the 3rd highest number of death/100,000 in Europe in 2019 (47). 

 

Figure 10. Pathomechanism of liver fibrosis. In healthy livers, hepatic stellate cells 

resting in a quiescent state, are located in the space of Disse between the sinusoidal 

endothelium and hepatocytes (A). In hepatic fibrosis, Kupffer cells, which are activated 

by liver injury, start to produce cytokines, while stellate cells, which are also activated, 

transform into myofibroblast-like cells and synthesize large amounts of extracellular 

matrix. Deposition of collagen fibers and capillarization of sinusoids contribute to the 

development of cirrhosis and liver failure (B). (Own source (48)) 
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1.3.2. Diagnosis of liver fibrosis 

Early detection of liver fibrosis is critical in clinical practice, as patients who 

progress into advanced stages of the disease are at increased risk of developing 

hepatocellular carcinoma, and hepatic decompensation, however, liver fibrosis is 

considered to be reversible in its early stages. 

The current gold standard for the diagnosis and progression of liver fibrosis is 

percutaneous liver biopsy. Several different systems are used for the histological staging 

of liver fibrosis, the best-known and most widely used is the METAVIR fibrosis staging 

system. The METAVIR staging system distinguishes five different stages from F0 to F4. 

In stage F0, no fibrosis is detected; in F1, portal fibrosis is visible without septa 

formulation; in F2 stage, some septa are present along with portal fibrosis; in F3, several 

septa are visible without cirrhosis; finally, the F4 stage represents the state of cirrhosis 

(49, 50). 

The reliability of histopathological examination and staging after biopsy sampling 

is dependent on the size of the histological sample and the number of portal fields. 

Sampling error due to the heterogeneous distribution of fibrosis in the liver parenchyma 

is also a major limitation of the biopsy procedure (51, 52). In addition to this, the 

reliability of histological diagnosis is further limited by the fact that even with a biopsy 

specimen of adequate size and quality, the histological result is representative of 

approximately only 1/50,000th of the total liver (53). 

Due to the limitations of liver biopsy, the development of non-invasive 

alternatives is strongly recommended. Current European practice guidelines published by 

the European Federation of Societies for Ultrasound in Medicine and Biology (EFSUMB) 

suggest shear wave elastography (SWE) as a non-invasive ultrasound-based alternative 

to liver biopsy to rule out significant liver fibrosis (54). While current guidelines of the 

World Federation for Ultrasound in Medicine & Biology (WFUMB) recommend SWE as 

the preferred first-line method for staging liver fibrosis in untreated patients with chronic 

HCV and rule out advanced stages of liver fibrosis in patients with HBV (55). 
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The classic morphological signs of end-stage cirrhosis are clearly visible on CT, 

and also in advanced stages, some morphological signs may be present, including the 

appearance of regenerative nodules, the surface of the liver becoming nodular, the hilar 

periportal space becoming dilated, the caudate lobe and the left lobe becoming 

hypertrophic, while segments VI and VII of the right lobe becoming atrophic. 

Additionally, CT scans may reveal symptoms of portal hypertension such as 

splenomegaly, varices, recanalization of the umbilical vein, ascites formation, and portal 

vein widening (56) (Figure 11). 

The conventional reading of CT scans has low sensitivity in the detection of early 

stages of liver fibrosis and cannot be used for liver fibrosis staging. Previous research has 

suggested that even in early stages, CT may show subtle differences in texture that are 

not visible to the naked eye, and illustrated that CT texture analysis can reveal these subtle 

textural changes of the liver parenchyma facilitating the non-invasive staging of liver 

fibrosis, however, these studies had a single-center, retrospective study design, were 

completed on a small number of patients, and assessed either only small regions or 

selected cross-sections of the liver (57-62). 
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Figure 11. Classic morphological signs of end-stage liver cirrhosis on CT scans. The 

morphological signs of cirrhosis on CT scans include liver surface nodularity, ascites, 

caudate lobe hypertrophy (A), left lobe hypertrophy (B), recanalization of the umbilical 

vein, widening of the hilar periportal space (C), portal vein widening (D), and hepatic 

notch sign (E). (Own source (63)) 
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1.4. Radiomics analysis for differentiating renal cell carcinoma subtypes 

1.4.1. The global burden of kidney cancer 

Kidney cancer is one of the leading causes of cancer deaths worldwide, accounting 

for around 179,000 deaths each year. It is almost twice as common in men as in women, 

making it the 11th and 16th most common malignancy in the world, respectively (64). 

In 2020, a total number of 2,057 new cases were diagnosed in Hungary, 

accounting for 3.1% of all malignancies, while the number of deaths was 720, accounting 

for 2.4% of all cancer deaths in that year. According to these statistics, kidney cancer was 

the 8th most common cancer type among all malignancies in terms of incidence and the 

11th most lethal cancer type in terms of mortality (65). 

1.4.2. The importance of differentiating kidney cancer subtypes 

The histological classification and grading of kidney tumors are of paramount 

importance, as the prognostic and therapeutic implications differ between histological 

subtypes. The current WHO classification of kidney tumors (66) distinguishes several 

types of renal neoplasms, but the most common malignant types are renal cell carcinomas 

(RCC), which account for about 90% of all tumors (67). Its three most common subtypes 

which contribute to about 75%, 15-20%, and 5% of all cases, are clear cell renal cell 

carcinoma (ccRCC), papillary cell renal cell carcinoma (pRCC), and chromophobe cell 

renal cell carcinoma (chRCC) (68). The prognosis of RCC depends mainly on the 

subtype, tumor stage, histological grade, the presence of rhabdoid or sarcomatoid 

differentiation, and the presence of necrosis (69). Previous studies have shown that 

patients with ccRCC have a worse prognosis than patients with pRCC or chRCC, 

moreover, the histological subtype is an independent predictor of survival (70, 71). There 

are two forms of papillary subtype, also called type I and type II, the prognosis of type II 

is worse than type I, but the prognosis of type I is similar to that of the chromophobe 

subtype which is much better compared to the prognosis of ccRCC (69). 

Current clinical practice guidelines state that contrast-enhanced chest, abdominal 

and pelvic CT acquisition is mandatory for accurate staging of RCCs, which allows for 

the assessment of local invasiveness, eventual lymph node involvement, and distant 

metastases (72). 
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The ccRCC which can occur in both solid and cystic forms, usually appears 

heterogeneous in the corticomedullary phase and often shows signs of necrosis and 

intratumoral hemorrhage. The pRCC subtype which also has solid and cystic variations, 

typically exhibits later contrast enhancement on CT; therefore, this subtype typically has 

a lower density on the corticomedullary phase compared to the nephrographic phase, 

which can distinguish it from the ccRCC subtype, which typically has a peak contrast 

enhancement in the corticomedullary phase. In contrast to the other two, the chRCC 

subtype is more homogeneous and typically exhibits peripheral contrast enhancement on 

CT, which is the most prominent during the nephrographic phase (73). Figure 12. shows 

the main types of RCCs and their typical appearance on contrast-enhanced CT scans. 

However, in daily clinical practice, the assessment of morphological features 

shows huge interobserver differences and the accurate differentiation between these 

kidney tumor subtypes is challenging due to the huge number of atypical cases.  

Lee-Felker et al. reported kappa values of 0.33 to 0.76 in the assessment of morphological 

features on contrast-enhanced CT scans (74). In differentiating ccRCCs from other renal 

tumors, the authors reported an accuracy of 69-79%, a sensitivity of 90%, and a specificity 

of 47-67% for radiologists. Meanwhile, Wang et al. reported a sensitivity of 85%, a 

specificity of 58%, and an AUC of 0.69 for expert radiologists in differentiating ccRCC 

from non-ccRCC subtypes (75). 

In order to overcome the subjective nature of image interpretation, previous 

studies aimed to investigate the role of radiomics analysis in distinguishing subtypes of 

RCCs (75-77). Although these prior publications reported promising results, these studies 

had a retrospective, single-center study design and either did not include validation of the 

models on independent test cases from external institutions (77, 78), or the models were 

tested on cases of only one external institution of the same country (79), or although the 

models were tested on independent cases of several institutions, those showed relevant 

overfitting resulting in poor performance on the external cases (76). 
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Figure 12. Main types of renal cell carcinomas and their typical appearance on 

corticomedullary phase post-contrast CT scans. Clear cell renal cell carcinoma typically 

shows early contrast-enhancement on CT scans, this subtype has both solid (A) and  

cystic (B) forms, the solid form usually appears heterogenous on the corticomedullary 

phase and often shows signs of necrosis and intratumoral hemorrhage. The papillary cell 

subtype (C) shows later contrast enhancement on CT; therefore, it typically has a lower 

density in the corticomedullary phase compared to the nephrographic phase which can 

differentiate it from the clear cell subtype that typically has a peak contrast enhancement 

in the corticomedullary phase. This subtype also has solid and cystic forms.  

The chromophobe cell subtype (D) is more homogenous compared to the other two and 

usually shows peripheral contrast enhancement on CT which is the most pronounced in 

the nephrographic phase. (Own source (80)) 
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2. OBJECTIVES 

In our first study on CT texture analysis-based liver fibrosis staging, we aimed to 

diagnose advanced stages of liver fibrosis based on CT images using radiomic analysis 

and machine learning methods. Furthermore, we aimed to investigate the effect of 

different CT machines and scanning protocols on radiomics features used for texture 

quantification. We wanted to investigate the performance of different ML algorithms 

trained by predictive radiomics features in the differentiation of low-risk and high-risk 

patients. Our ultimate goal was to build an ML algorithm-based binary classification 

model for fibrosis assessment, which is independent of etiology and scanning protocols. 

In our second study on investigating the utility of radiomics analysis in 

distinguishing between the histological subtypes of kidney cancer, in order to improve 

the preoperative non-invasive diagnosis, the aim of our study was to establish a 

radiomics-based ML model to distinguish ccRCCs from non-ccRCCs based on radiomics 

analysis of preoperative contrast-enhanced CT scans. To demonstrate that our ML model 

is generalizable and robust to different institutional imaging protocols, its performance 

was tested on a publicly available dataset as an external test set. 
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3. METHODS 

The two studies reported below, and their results have been published as original 

research articles (81, 82). 

Both studies were approved by Semmelweis University Regional and Institutional 

Committee of Science and Research Ethics (RKEB: 136/2019) according to the  

World Medical Association guidelines and Declaration of Helsinki, revised in 2000 in 

Edinburgh. As both had a retrospective study design, and all patient data were analyzed 

anonymously, the ethics committee waived the requirement of written informed consent 

for participation. However, in compliance with our institutional protocols, written 

informed consent was obtained before the CT and SWE scans from all patients. 

The main steps of radiomics analysis were the same between our two studies, 

however, the methods showed some differences, which are later discussed in the 

discussion section of the thesis. For an easier interpretation of the current Methods 

section, the main differences are briefly summarized hereby. In the first study on liver 

fibrosis assessment, we used a bin width value of 25 for texture feature extraction, while 

in the second study on kidney cancers, we set the bin width value to 16 considered as 

optimal based on the intensity ranges of the segmented tumors. In the first study, 

Laplacian of Gaussian (LoG) filters and wavelet filters were also applied and higher-order 

radiomics features were also calculated, while the second study was focused on the 

original images without image filter application. In the first study, robust scaling was used 

for data standardization due to outliers, while in the second study, classical 

standardization was applied. During feature selection, an FDR filter algorithm was 

applied in the first study, while in the second study, we investigated the radiomics features 

reproducibility against slight differences in segmentation by intraclass correlation 

coefficient (ICC) analysis. In both studies, a linear and a non-linear ML analysis design 

were directly compared to each other, however, the ML-based feature selection 

algorithms differed between the two studies. 

3.1. Radiomics analysis for liver fibrosis staging 

The main steps of feature selection and machine learning analysis are illustrated 

on Figure 13. 
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Figure 13. Steps of radiomics feature selection and machine learning model building for liver fibrosis staging. During analysis I., the liver 

segments were randomly split into training and test datasets, while in analysis II., the train-test split was carried out based on the scanner 

types (82). 
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3.1.1. Patient population 

As US-based SWE measurements are accepted non-invasive clinical alternatives 

of liver biopsy for ruling out advanced liver fibrosis, in our institution, patients with 

suspected liver fibrosis are followed-up with SWE since 2017 for research and later for 

clinical purposes (83-85). 

In this study, patients clinically diagnosed and followed for chronic liver disease 

were retrospectively collected who underwent point-SWE measurements due to 

suspected fibrosis and had CT scans at our Institution within six months of the SWE 

between September 2016 and January 2019. Due to the lack of portal venous phase 

contrast-enhanced CT series, two patients were excluded from the research. 

3.1.2. Shear wave elastography examination protocol 

The US examinations were completed with an RS85 Prestige ultrasound scanner 

equipped with a CA1-7A convex probe (Samsung Medison, Hongcheon, Korea) and the 

point-SWE measurements were performed with its S-Shearwave™ application. Prior to 

the examination, the patients had to fast for at least two hours. An intercostal view was 

used to examine the right lobe of the liver. The point-SWE measurement box was placed 

by the operator at least 1.5 cm from the liver capsule and not deeper than 6 cm from the 

skin’s surface, close to the ultrasound beam’s centerline. Measurements of liver stiffness 

were performed while holding the breath mid-expiration. The results of the median liver 

stiffness were given in kPa. 

3.1.3. CT imaging protocol 

The CT examinations were performed according to our routine abdominal 

diagnostic protocols on either a 16-slice Brilliance or a 64-slice Ingenuity Core 64 CT 

scanner (Philips Healthcare, Best, the Netherlands). The scanners had the following 

settings: a collimation of 16 × 1.5 mm, or 64 × 0.625 mm, and a spiral pitch of 0.813 or 

0.798 for the two scanners, respectively; a tube voltage of 120 keV with an automatic tube 

current modulation and a rotation time of 0.5 s were used. The 16-slice scanners’ 

acquisitions were routinely reconstructed with filtered back projection, and the 64-slice 

scanners’ with the iDose4™ hybrid iterative reconstruction algorithm at the axial plane 

with a slice thickness of 5.0 mm. 
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For the post-contrast CT series, an ROI was positioned in the lumen of the 

descending aorta above the diaphragm in order to time the scan using the bolus tracking 

technique. Using a power injector, a non-ionic, iodinated contrast agent (concentration 

range: 350-370 mg/ml) was administrated intravenously with an injection rate of 2-3.5 

ml/sec for the post-contrast CT series. The dosage (0.5 g iodine/kg) was adjusted for body 

weight. The portal venous phase scan was started after 60 seconds the ROI’s aortic 

enhancement had surpassed the 150 Hounsfield Unit (HU) threshold. 

3.1.4. Image preprocessing, segmentation, and radiomics feature extraction 

The portal venous phase CT scans and the US examinations of the included 

patients were retrieved from the institutional PACS system and were exported in DICOM 

format to a clinical workstation using the IntelliSpace Portal (Philips Healthcare, Best, 

the Netherlands). The DICOM files were then anonymized by using the dcm2nii package 

of the MRIcron software (86). 

The image post-processing was completed with the 3DSlicer software v.4.8.1 (87). 

The entire liver volumes, as well as the right and left lobes, and the anatomical liver 

segments were manually segmented slice-by-slice on the portal venous phase axial series. 

The upper and lower segments of the left and right lobes were divided using the axial 

slice with the largest cross-section at the portal vein bifurcation, which gave an excellent 

approximation of the anatomical liver segments (Figure 14). 

In total, 30 patients’ portal venous phase scans were manually segmented 

including the nine anatomic liver segments, the right and left lobes, and the whole liver 

volume. Six liver segments had to be excluded from the radiomics analysis because one 

patient had undergone surgical resection of the SVI segment, and two patients had 

substantial cysts in their SIII and SIVA- SIVB segments. As a result, the final dataset only 

included 354 liver segment volumes. 
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Figure .14. Manual segmentation of the liver and the anatomical liver segments.  

The anterior (A), the inferior (B), and the posterior (C) view of the reconstructed 

segmentation mask of the liver. The upper (E) and the lower (D) Couinaud segments were 

manually delineated on the portal venous phase axial scans (82). 

During radiomics feature extraction, 13 shape-based features, 18 first-order 

intensity features, 23 GLCM-based, 16 GLRLM-based, 16 GLSZM-based, 14 GLDM-

based, and 5 NGTDM-based texture features were calculated from each segment with the 

pyRadiomics package using a bin width value of 25 and an isotropic (1x1x1mm) voxel 

resampling (35). Similarly to the previous research of Kayaalti et al. (57) and Lubner et 

al. (59, 61), in addition to the analysis of original images, the radiomics features were also 

extracted after applying LoG filters, and coiflet1 wavelet filters on the scans in order to 

extract fine, medium and coarse texture features that may alter with fine and coarse 

textural changes in the liver parenchyma during fibrosis progression and cirrhotic nodule 

formation. 276 features were calculated with LoG kernel sizes of 3 mm, 6 mm, and 9 mm, 

and 736 features after discrete wavelet transformations. Thus, a total number of 1117 

radiomics features were extracted for each patient. 



33 
 

To assess the association between liver fibrosis and the average density of the liver 

parenchyma as well as to reveal the correlation between radiomics features and 

differences in contrast-enhancement, the average CT density was measured using circular 

ROIs in all anatomic liver segments in the portal venous phase. 

3.1.5. Data preprocessing and initial feature selection 

The data preprocessing included transformation and dimension reduction steps. 

First, the radiomics features were log-transformed to deal with the skewness of the data. 

Then, to exclude those redundant features that show a high correlation with each other, 

Pearson’s correlation coefficient values were calculated, a correlation matrix was 

computed, and the features with r > 0.95 were eliminated as recommended previously 

(37). The remaining 453 radiomics features were used for further analysis. As the 

variables contained outliers, the standardization of the features was carried out using the 

robust data scaling method, which uses the median and quantiles for rescaling and 

involves subtracting the median from all of the observations before dividing by the 

interquartile difference so that it is not sensitive to outliers. 

3.1.6. Univariate analysis 

Univariate linear regression was performed to identify predictors of liver stiffness 

measured by point-SWE. The 95% confidence interval (CI) values of the R2 and  

β coefficients, as well as the p-values were calculated with bootstrapping using  

1000 replications. 

To assess the diagnostic performance of individual radiomics features in 

distinguishing between low-grade and high-grade fibrosis, receiver operating 

characteristic curve (ROC) analysis was performed. The area under the ROC curve 

(AUC) value and its 95% CI were calculated using 5-fold cross-validation. 

Due to multiple comparisons, the significance level had to be adjusted. PCA was 

used to determine the effective number of measures through eigen value calculation as 

proposed by Gao et al. (88). Based on the number of principal components that explain 

the 95% of the total variance of the dataset, the effective number of measures was 45. 

Then, the adjusted statistical significance level was defined as 0.05/45, p < 0.0011. 
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3.1.7. Unsupervised classification 

For the unsupervised classification of liver segments, non-hierarchical clustering 

namely k-means clustering was performed and combined with hierarchical cluster 

analysis. Cluster analysis, which aims to cluster data points based on their similarities, is 

one of the most popular data mining algorithms and the most commonly used 

unsupervised technique in radiomics studies (89). During k-means clustering, the optimal 

k-value (the optimal number of clusters) was determined with silhouette analysis as 

proposed by Rousseeuw (90). Then, hierarchical cluster analysis was carried out 

according to the k-means clusters using Pearson’s correlation as a distance measure and 

the Ward.D as linkage criteria. The dendrograms and heatmaps were reconstructed and 

split by rows according to the results of k-means clustering. ANOVA with post hoc 

Tukey's tests were used for continuous variables to show differences between cases in 

various clusters, whereas F-test was applied for categorical data. 

3.1.8. Machine learning 

Before ML model building, a univariate false discovery rate (FDR) filter based-

on Benjamini-Hochberg correction was applied to the training dataset with an upper 

bound of 10% (p-value: 0.1). Then, the optimal number of features was determined with 

an RFE algorithm by using ten times repeated stratified 5-fold cross-validation. RFE is a 

popular wrapper algorithm for feature selection (91) which has the advantage to be used 

with either linear or non-linear machine learning algorithms, those based on the 

calculation of feature importance scores e.g. RFC or SVC. 

In this study, we trained and tested both linear and non-linear ML classification 

algorithms to distinguish between high-grade and low-grade liver fibrosis. We used the 

linear SVC and evaluated its performance against that of an RFC from among non-linear 

algorithms. These classifiers are among the most used ML algorithms in radiomics studies 

(37, 92) and proved their applicability in the case of various organs (93). 

After defining the best set of radiomics features, the classification models’ 

hyperparameters were optimized with a grid-search algorithm by using ten times repeated 

stratified 5-fold cross-validation. 
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3.2. Radiomics analysis for differentiating renal cell carcinoma subtypes 

3.2.1. Patient population 

Patients who underwent either radical or partial nephrectomy between January 

2008 and May 2021 at the Department of Urology of our University were retrospectively 

collected. The preoperative CT scans of patients were retrieved from the PACS of our 

Medical Imaging Centre. The pathology reports were retrieved from the hospital 

information system. Out of the 551 patients who had available preoperative CT scans, 

107 were excluded because were diagnosed with other types of malignant kidney tumors 

instead of ccRCC, pRCC, or chRCC, 75 were excluded because the nephrectomy was 

completed due to other reason than a tumor, 61 were excluded because CT scan including 

both unenhanced, corticomedullary and excretory phase series was not available, 44 were 

excluded because of damaged files, 33 were excluded because were diagnosed with 

benign kidney tumors, 30 were excluded because the histopathologic report was not 

available, 2 cases were excluded because of preoperative radiofrequency ablation, and 1 

case was excluded because of incomplete coverage of the tumor. Therefore, the final 

patient cohort consisted of 209 patients with 212 tumors including 161 ccRCCs, 34 

pRCCs, and 17 chRCCs. 

3.2.2. CT imaging protocol 

We performed the CT scans with either a 16-slice or a 64-slice CT scanner.  

The tube voltage was set between 100-140 keV, and by using an automatic tube current 

modulation, the tube current varied between 80-977 mAs. The reconstructed slice 

thicknesses varied between 1.25-5.0 mm. For the post-contrast series, a non-ionic 

iodinated contrast agent was injected at a flow rate of 1.5-3.5 ml/s (volume was adjusted 

for body weight). 

3.2.3. External test dataset 

For external validation, cases from the 2019 Kidney and Kidney Tumor 

Segmentation Challenge (KiTS19) were used therefore, the results shown here are in part 

based upon data from the C4KC-KiTS dataset of The Cancer Imaging Archive (94-96). 

This publicly available dataset includes the CT scans, the corresponding segmentation 

masks as well as the detailed clinical data of 210 cases. Only those cases were included 

in our external test set that had both unenhanced. corticomedullary and excretory phase 
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CT series. No cases had available nephrographic phase CT scans, therefore that  

post-contrast phase could not be included in this study. In total, 69 eligible cases were 

identified including 50 ccRCCs, 13 pRCCs, and 10 chRCCs. The CT scans were 

performed by 19 different CT models of 4 different vendors. The slice thickness in this 

dataset varied between 1.0-7.0 mm, the tube voltage was between 100-140 keV, and the 

tube current varied between 80-747 mAs. 

3.2.4. Image preprocessing, segmentation, and radiomics feature extraction 

Figure 15 shows the steps of data analysis. The preoperative CT scans of the 

included patients were retrieved from the institutional PACS system and were exported 

in DICOM format to a clinical workstation. The DICOM files were then anonymized by 

using an in-house developed anonymizer script coded in Python computer language. 

The unenhanced and the excretory phase series were co-registered to the 

corticomedullary phase using the Elastix extension of the 3D Slicer software developed 

by Kline et al. for medical image co-registration (18). For computing the transformation 

matrix of the given scan, the tumor was identified, and a cubic VOI was defined around 

the tumor. The tumor volumes were then cropped, and the moving volumes (unenhanced 

and excretory phase) were co-registered to the fixed volume (corticomedullary phase). 

After the image transformation matrix was calculated, it was applied to the original whole 

volumes of CT scans. 

The tumor volumes were segmented manually on the corticomedullary phase axial 

CT scans. Before radiomics analysis, the voxel density values of the corticomedullary 

phase CT scans were normalized to the mean density of the healthy renal cortex by 

shifting the individual voxel intensity values with the average measured cortical density 

to reduce the impact of differences in hemodynamics, variations in scanners and 

institutional imaging protocols (Figure 16). The image processing and segmentation steps 

were completed with the 3D Slicer software v.4.10.2 (87). 

The radiomics analysis was performed with the pyRadiomics package (35). 

During radiomics feature extraction, 1x1x1mm isotropic resampling and a fixed bin width 

of 16 were used for calculation. 107 radiomics features were extracted from all three CT 

series including first-order statistical parameters, shape-based features, and texture 

features (Figure 17). No higher-order features were calculated in this study. 
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Figure 15. The study design of radiomics analysis of renal cell carcinomas (70). 
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Figure 16. Normalization of the voxel intensity values to the density of the healthy renal 

cortex on the corticomedullary phase post-contrast CT scans. (Own source (97)) 

 

Figure 17. Radiomics feature extraction from the unenhanced, corticomedullary, and 

excretory phase preoperative CT scans of a renal cell carcinoma. (Own source (98)) 
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3.2.5. Feature selection and machine learning model building 

The cases were randomly divided into training and internal test datasets with a 3:1 

ratio. The feature selection steps were completed on the training set. The features were 

first standardized, then Pearson’s correlation coefficient was used for excluding highly 

correlated features (r > 0.95). The features with poor reproducibility were excluded based 

on ICC values (ICC<0.90). As previously suggested (99, 100), the area of the segmented 

tumor masks was eroded by 1-1 voxel in each direction, and the extraction of the 

radiomics feature was repeated. The final feature selection step and the ML model 

building consisted of either a linear or a non-linear model pipeline. The linear model 

pipeline included the LASSO as a feature selector and the SVC as a binary classifier, 

while the non-linear model pipeline included a tuned ReliefF wrapper as a feature selector 

and an RFC as a binary classifier. The hyperparameters of the classifiers were optimized 

with grid search using five-times repeated 5-fold stratified cross-validation. The class 

imbalance problem was handled by using balanced class weights during model fitting. 

ROC analysis was used to evaluate the diagnostic performance of the ML models on both 

the training set, the internal test set, and the external test set. The AUC, accuracy, 

sensitivity, and specificity values were calculated. 

The performance of the ML models was compared to that of an expert radiologist 

with over 10 years of experience in urologic imaging. The specialist classified the tumors 

of the internal and external test datasets blinded to the patient’s history, medical records, 

and to the results of tumor segmentation. 

3.2.6. Statistical analysis 

Continuous variables were compared between the two tumor groups with the 

Mann-Whitney U-test and categorical variables with the chi-squared test. DeLong’s 

method was used for calculating the 95% CIs of the AUC values. The optimal cut-off 

point of the ROC curve was determined based on the “closest top left” method. The ROC 

curves were directly compared with the DeLong test. The ICC was calculated for each 

radiomics feature based on a 2-way, single-rater, absolute agreement model. The 

threshold of p < 0.05 was applied to determine the significance in all comparisons. 
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4. RESULTS 

4.1. Radiomics analysis for liver fibrosis staging 

According to the inclusion and exclusion criteria, we retrospectively identified 

sixteen female (ages 22–72, mean age of 52 years) and sixteen male patients  

(ages 42–75, mean age of 63 years) who had both SWE measurements and portal venous 

phase contrast-enhanced CT scans at our institution. 

Based on the liver stiffness measurements of the point-SWE, the patients were 

divided into low-grade and high-grade fibrosis groups. The low-grade group included 

those 11 patients that had point-SWE < 9.5 kPa indicating F0, F1, and F2 METAVIR 

fibrosis stages, meanwhile the 21 patients with point-SWE ≥9.5 kPa including F3 and F4 

METAVIR fibrosis stages were assigned to the high-grade fibrosis group (84).  

The various etiologies and the clinical characteristics of the included chronic liver disease 

patients are summarized in Table 1. 

Table 1. Characteristics of the chronic liver disease patient cohort (82). 

Sex Number Age (range) 

Female 16 52 years (22–72) 

Male 16 63 years (42–75) 

Etiology of liver fibrosis Number Ratio (%) 

 chronic HCV 14 14/32 (43.8%)  

 toxic hepatitis 7 7/32 (21.9%)  

 PBC, PSC, AIH 3 3/32 (9.4%)  

 chronic HBV 1 1/32 (3.1%)  

 Unknown 7 7/32 (21.9%)  

Fibrosis stage Number Ratio (%) 

 Low-grade (< 9.5 kPa) 11 12/32 (34.4%)  

 High-grade (≥9.5 kPa) 21 20/32 (65.6%)  

AIH: autoimmune hepatitis; HBV: hepatitis B virus; HCV: hepatitis C virus; PBC: 

primary biliary cirrhosis; PSC: primary sclerosing cholangitis 
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4.1.1. Univariate analysis 

After Pearson’s correlation filter was applied to the total number of 1117 extracted 

radiomics features, 453 variables remained.  

Univariate linear regression analysis of the radiomics features revealed 38 

significant predictors, however, the R2 values of these features suggested a weak 

association. Table 2. demonstrates the top 10, significant (p<0.0001) radiomics features 

ranked by their R2 values. The best predictor of liver stiffness was wavelet-HLH filtered 

GLCM Imc2 with an R2 of 0.074 and a β-coefficient of − 2.59 (p < 0.0001). 

Table 2. The top 10 radiomics features in univariate linear regression analysis for liver 

stiffness prediction (82). 

Feature name Filter type AUC R2 β 

GLCM-Imc2 wavelet-HLH 0.71 
[0.65-0.77] 0.07 -2.59 

GLCM-Imc1 wavelet-HLH 0.65 
[0.60-0.71] 0.07 2.08 

GLCM-Imc2 wavelet-LLH 0.68 
[0.62-0.74] 0.06 -2.01 

GLCM-Imc1 LoG-sigma-9-0-mm-3D 0.66 
[0.61-0.72] 0.05 -1.91 

GLSZM-ZonePercentage LoG-sigma-9-0-mm-3D 0.60 
[0.54-0.67] 0.05 -1.06 

GLCM-Correlation wavelet-LLH 0.72 
[0.66-0.78] 0.05 2.09 

GLCM-Imc1 wavelet-LLH 0.57 
[0.50-0.63] 0.05 1.56 

NGTDM-Busyness wavelet-HLH 0.63 
[0.57-0.69] 0.05 2.17 

GLSZM-ZoneVariance LoG-sigma-9-0-mm-3D 0.57 
[0.50-0.63] 0.04 2.03 

GLSZM-ZoneEntropy original 0.62 
[0.56-0.69] 0.04 1.77 

AUC: area under the receiver operating characteristic curve value; GLCM: gray-level 

co-occurrence matrix; GLSZM: gray-level run-length matrix; NGTDM: neighboring 

gray-tone difference matrix 
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The diagnostic performance of the individual radiomics features was assessed by 

their cross-validated AUC values (Figure 18.). GLCM-based texture features achieved 

the highest diagnostic ability in identifying high-grade liver fibrosis, while the shape-

based geometric features showed the worst performance. 

 

Figure 18. The diagnostic performance of the individual radiomics features (82). 

AUC: area under the receiver operating characteristic curve value; GLCM: gray-level 

co-occurrence matrix; GLRLM: gray-level run-length matrix; GLSZM: gray-level run-

length matrix; GLDM: gray-level dependence matrix; NGTDM: neighboring gray-tone 

difference matrix 

The top three radiomics features included higher-order texture features. Wavelet-

LLH filtered GLCM Correlation reached the highest diagnostic ability with an AUC of 

0.72 [95% CI: 0.66–0.78], wavelet-HLH filtered GLCM Informational Measured 

Correlation resulted in an AUC of 0.71 [0.65–0.77], while wavelet-LHL filtered GLCM 

Correlation showed an AUC of 0.70 [0.64–0.76]. As all of these texture features quantify 

the complexity of the tissue texture by quantitatively describing the correlation between 

the probability distributions of the GLCM elements, they may be linked to the formation 

of regenerative nodules during the progression of liver fibrosis. 
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4.1.2. Unsupervised classification 

The optimal value of k was found to be 4 during the silhouette analysis of the  

k-means clustering. The resulting k-means clusters contained 213 segments, 57 segments, 

39 segments, and 45 segments, respectively (Figure 19.). The four clusters were compared 

on the basis of anatomic liver segments, scanner type, liver stiffness, and average CT 

density value. There were no significant differences in the distribution of either  

CT scanner type, anatomical liver segments, or measured liver stiffness values, however, 

a significantly higher (p < 0.0001) mean CT density (110HU ± 10.1HU) was found in the 

fourth cluster compared to the first (96.1HU ± 11.3HU), second (90.8HU ± 16.8HU), and 

third (93.1HU ± 17.5HU) clusters. 

 

Figure 19. Hierarchical cluster analysis (82). The clusters showed no association with 

either the scanner type, fibrosis grade, or liver segments. However, a significantly higher 

the average CT density value was found the fourth cluster compared to the other three. 
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4.1.3. Machine learning 

During the first analysis, the liver segments were randomly split into training and 

test datasets with a 1:1 ratio (177:177 segments) while also setting the ratio of the cirrhotic 

and non-cirrhotic segments equal in the two datasets (non-cirrhotic: 27% vs. 33%). After 

applying the FDR filter, the RFE resulted in 2 and 18 radiomics features for the RFC and 

SVC models, respectively. 

The SVC and RFC models trained to discriminate between low-grade and  

high-grade fibrosis liver segments based on selected features resulted in excellent 

diagnostic performance on the training set during cross-validation with an AUC of 0.95 

[95% CI: 0.91-0.98] vs. AUC of 0.88 [95% CI: 0.81-0.94]. When evaluated on the 

independent test dataset, the RFC model demonstrated robustness and achieved excellent 

diagnostic ability with an AUC of 0.90 [95% CI: 0.85-0.95], a sensitivity of 0.86, and a 

specificity of 0.78, while the SVC showed signs of overfitting as its performance declined 

to an AUC of 0.76 [95% CI: 0.67-0.84], a sensitivity of 0.93, and a specificity of 0.31 

(Figure 20). 

 

Figure 20. Receiver operating characteristic curve of the machine learning models in 

the first analysis (82). 

RF: random forest classifier; SVM: support vector machine classifier; AUC: area under 

the receiver operating characteristic curve value 
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In the second analysis, the liver segments were divided according to the type of 

CT scanner used: 177 segments from 15 patients scanned with a 64-slice scanner made 

up the training set, while 154 segments from 13 patients scanned with a 16-slice scanner 

were included in the test set. Two patients who were scanned with another type of scanner 

were excluded from this part of the analysis. 

After applying the FDR filter, 28 and 66 radiomics features were used for training 

the RFC and SVC models, respectively. Both the RFC and the SVC models in this second 

analysis resulted in robust diagnostic abilities. The SVC overperformed the RFC model 

with an AUC of 0.91 [95% CI: 0.88-0.94] on the training set and a similarly excellent 

performance on the independent test set with an AUC of 0.90 [95% CI: 0.87-0.93],  

a sensitivity of 0.83 and a specificity of 0.95. Meanwhile, the RFC model achieved  

an AUC of 0.84 [95% CI: 0.83-0.85] on the training set and an AUC of 0.88 [95% CI: 

0.84-0.91], a sensitivity of 0.86, and a specificity of 0.92 on the test dataset (Figure 21). 

 

Figure 21. Receiver operating characteristic curve of the machine learning models in 

the first analysis (82). 

RF: random forest classifier; SVM: support vector machine classifier; AUC: area under 

the receiver operating characteristic curve value 
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4.2. Radiomics analysis for differentiating renal cell carcinoma subtypes 

As the ccRCC subtype has a drastically worse prognosis than pRCC and chRCC, 

recent European practice guidelines distinguish between two main groups of ccRCC vs. 

non-ccRCC (72). Therefore, in our study, we also assigned the cases to ccRCC and non-

ccRCC groups. The final patient cohort included 212 tumors of 209 cases, 161 ccRCC, 

and 51 non-ccRCC. 

No significant differences were found between ccRCC vs. non-ccRCC groups 

regarding age and sex distribution in either our own dataset (p=0.079; p=0.978) or  

the external test set (p=0.556; p=0.069). The training set included 121 ccRCCs and  

38 non-ccRCCs, the internal test set consisted of 40 ccRCCs and 13 non-ccRCCs, 

meanwhile, the external test set had 73 tumors of 68 cases, 50 ccRCCs, and  

23 non-ccRCCs. 

In the first step, the filter-based feature selection resulted in 39 corticomedullary 

phase, 38 excretory phase, and 35 unenhanced phase radiomics features, in the second 

step, the LASSO feature selection resulted in 9 unenhanced, 10 corticomedullary, and  

5 excretory phase radiomics features, each set included both first-order statistical features, 

shape-based features, and texture features. 

The RFC achieved the best results with the corticomedullary phase features but 

showed clear signs of overfitting. It achieved an AUC of 1.0, with a sensitivity of 1.0 and 

a specificity of 1.0 on the training set and an AUC of 0.874 on the internal test set but 

failed to predict tumor types on the external test set, where it yielded an AUC of 0.663. 

Meanwhile, the optimized SVC trained on the 10 corticomedullary features 

proved to be the most stable, achieving the highest diagnostic performance with AUC 

values of 0.951, 0.873, and 0.834 and accuracies of 0.925, 0.811, and 0.781 on the training 

set, internal test set and external test set at a “closest top left” method-based calculated 

optimal threshold of 0.655, respectively, which proved to be non-inferior compared to the 

performance of the expert radiologist on either the internal (accuracy of 0.906 vs. 0.811) 

or the external test set (0.795 vs. 0.781) (p=0.866; p=0.256) (Figure 22, Table 3).  

It is important to highlight that the radiologist also had a lower accuracy for external cases 

compared to the internal test set (accuracy of 0.795 vs. 0.906). 
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Table 3. The performance of the machine learning models on the test sets (81). 
 AUC Accuracy Sensitivity Specificity 

SVC - Internal 0.873 [0.774–0.972] 0.811 0.900 0.539 
SVC - External 0.834 [0.730–0.938] 0.781 0.800 0.739 
RFC - Internal 0.874 [0.755–0.993] 0.868 0.950 0.615 
RFC - External 0.663 [0.529–0.796] 0.685 0.900 0.217 
Expert – Internal 0.886 [0.776–0.996] 0.906 0.925 0.846 
Expert – External 0.768 [0.659–0.877] 0.795 0.840 0.696 

AUC: area under the curve; SVC: support vector classifier; RFC: random forest classifier 

 
Figure 22. Results of receiver operating characteristic curve analysis (81). 

AUC: area under the receiver operating characteristic curve; RFC: random forest 

classifier; ROC: receiver operating characteristic curve; SVC: support vector classifier 

The corticomedullary phase radiomics features proved to be the most valuable, 

the SVC trained on the radiomics features of the excretory phase showed worse 

performance with AUC values of 0.719 on the internal test set and 0.64 on the external 

test set. As expected, the SVC trained on unenhanced phase features performed even 

worse on both internal and external test sets with an AUC of 0.725 and 0.598, respectively. 

Furthermore, the addition of unenhanced and excretory phase features did not improve 

the predictive performance of the corticomedullary SVC model, and in fact increased the 

overfitting, as the diagnostic performance of the combined SVC model was AUCs of 

0.862 vs. 0.711 on the internal and external test sets.  
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5. DISCUSSION 

5.1. Radiomics analysis for liver fibrosis staging 

Early detection of liver fibrosis is essential, as it can cause life-threatening 

complications due to an increased risk of cirrhosis, liver failure, and liver cancer as 

chronic liver disease progresses. Although the current gold standard method for liver 

fibrosis staging is percutaneous liver biopsy, its well-known limitation is the sampling 

variability due to the heterogeneous distribution of fibrotic lesions in the liver 

parenchyma (52). Therefore, current clinical practice guidelines highlight the importance 

of developing non-invasive alternative approaches and recommend the usage of US-based 

elastography for the assessment of advanced-stage liver fibrosis in patients with HBV and 

HCV infection (54, 55). 

In recent years, SWE has become the non-invasive reference standard for the 

assessment of liver fibrosis severity, our study is based on a direct comparison of SWE 

and radiomics analysis of CT scans. Our aim was to prove that radiomics analysis can be 

applied retrospectively to CT scans that were carried out due to other indications and to 

identify imaging biomarkers that can be used to train ML algorithms for identifying  

high-risk patients with advanced liver fibrosis. Our goal was to demonstrate that, while 

radiomics-based ML models have the advantage of the retrospective application, thus our 

proposed method does not require specific instrumentation and additional imaging 

studies, it can achieve the accuracy of SWE. Although SWE assesses the stiffness of the 

parenchyma while CT texture analysis measures architectural distortion, we proved that 

radiomics analysis accurately predicts the fibrosis stage identified by SWE. 

Previous studies assessing the utility of CT texture analysis in the diagnostics of 

liver fibrosis reported promising results (57-61). However, in these studies, radiomics 

analysis was applied to either selected axial slices or small ROIs of the liver. On the 

contrary, we performed a three-dimensional CT texture analysis assessing the entire 

volume of the liver that can give a more complex insight into the architectural changes of 

the liver while revealing novel quantitative biomarkers of liver fibrosis. Zhang et al. (58) 

demonstrated that portal venous phase radiomics features are more effective compared to 

those extracted from the unenhanced and arterial phase, therefore we decided to perform 

radiomics analysis on the portal venous phase post-contrast CT series. 
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Daginawala et al. (60) were among the first, who investigated the role of radiomics 

analysis in liver fibrosis staging, the authors identified radiomics features extracted from 

portal venous phase thin slice CT scans that were significantly different between liver 

fibrosis stages, however when assessing the diagnostic performance of these individual 

features with ROC curve analysis, they found only fair performance with AUCs 0.50-

0.76 that is comparable with our findings during the univariate analysis of radiomics 

features. This study however did not investigate the potential use of ML model 

construction and performed radiomics analysis on only 5 consecutive slices at the level 

of the porta hepatis instead of covering the entire liver volume. In our study, the univariate 

analysis identified wavelet-LLH filtered GLCM Correlation, wavelet-HLH filtered 

GLCM Imc2, and wavelet-LHL filtered GLCM Correlation as the best predictors of liver 

stiffness with performances ranging between AUCs of 0.71-0.72. These texture features 

describe the correlation between the intensity value of the central voxel and the intensity 

value of its neighboring voxels within a given VOI so that their increased value indicates 

a repetitive texture pattern, which in the case of liver parenchyma may indicate the 

formation of cirrhotic nodules. 

Previous studies by Lubner et al. (59, 61) reported that first-order statistical 

features such as mean gray-level intensity and entropy show a strong association with the 

severity of liver fibrosis, which is confirmed by the results of our research, as we found 

that wavelet-LHL filtered first-order Median, original first-order 10Percentile and 

original first-order 90Percentile achieved high feature importance values during RFE 

indicating that these intensity-based first-order statistics are highly useful for the correct 

classification of low-grade vs. high-grade fibrosis. This can be explained by that the 

increased extracellular compartment and collagen deposition during fibrosis results in 

increased attenuation and tissue heterogeneity. 

However, it is important to highlight, that the average CT density values of the 

liver parenchyma measured by circular ROIs in our study were significantly different in 

hierarchical cluster analysis, while no differences could be detected between the clusters 

in terms of fibrosis stage. Therefore, the changes in tissue density values can only partially 

be explained by disrupted blood supply due to architectural distortion of the liver 

parenchyma caused by the deposition of collagen fibers in the extracellular matrix, and it 

suggests that the voxel intensity values are also dependent on individual differences in 
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contrast-enhancement that can be explained with other internal and external confounding 

factors such as hemodynamics and differences in contrast-injection protocols. Which 

underlines the sensitivity of radiomics features to these factors. 

In our study, we not just assessed the diagnostic performance of individual 

radiomics features, but also investigated the added value of multivariable analysis by 

constructing ML models from the best-performing features. Our RFC model achieved 

excellent performance on both the training and test set with AUCs of 0.84-0.95 vs. 0.88-

0.90, respectively. Similar results were reported in previous studies that also investigated 

the role of multivariable models in the diagnosis of advanced liver fibrosis using radiomic 

features extracted from multiple 16- and 64-slice CT scans. Lubner et al. (61) constructed 

a multivariate logistic regression model from first-order radiomics features for identifying 

cases with advanced-stage liver fibrosis and reported an AUC of 0.86, and in the later 

study of the research group (62), the multivariate logistic regression model consisting of 

CT-based parameters achieved an AUC of 0.94. These results are comparable with the 

performance of our RFC model that achieved AUCs of 0.88-0.90 on the independent test 

set, however in these previous studies, the results were reported solely on the training set, 

and the models were not evaluated on independent test cases. 

The diagnostic performance of our SVC models on the test set is also comparable 

to those SVC models published by Kayaalti et al. (57) and Zhang et al. (58). By extracting 

radiomics features from cubic ROIs of the liver parenchyma, Kayaalti et al. constructed 

an SVC-based ML model from the best 5 features that was able to differentiate between 

stages of liver fibrosis with an average accuracy of 94% during 2-fold cross-validation. 

Meanwhile, Zhang et al. constructed an SVC model from the best 15 features for 

differentiating between cirrhosis vs. non-cirrhosis and reported an accuracy of 66.83%. 

In contrast to previously published studies, we not only performed a three-

dimensional texture analysis by segmenting the entire volume of the liver and its anatomic 

segments, but in our study, before feature selection and model building, we divided the 

cases into training and test data sets and thus evaluated the performance of the models on 

independent test cases to prove the models’ robustness. We tested two data-splitting 

strategies that resulted in similar classification accuracy in detecting advanced-stage 

fibrosis. In the first analysis, each liver segment was considered as an independent sample 
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and was randomly allocated between the training and test sets, while in the second 

analysis, the cases were split into training and test sets according to the scanner type. 

In the first analysis, the RFE was shown to be an effective method for selecting 

the best-performing features, as the optimized RFC model trained by only two features 

achieved excellent performance on both the training and test cases (AUC of 0.95 vs. 0.90) 

without showing signs of overfitting. However, the linear SVC constructed from the best 

18 radiomics features showed overfitting as its performance dropped from 0.88 to 0.76. 

The advantage of our study is that we analyzed CT scans performed with different 

types of CT scanners, allowing our second analysis to split the cases into training and test 

data sets according to the scanner type. This time, the classification performance showed 

no decrease between the training and test sets, the RFC yielded AUCs of 0.84 vs. 0.88, 

while the SVC achieved AUCs of 0.91 vs. 0.90, respectively, indicating that there is no 

relevant overfitting, thus we were able to demonstrate that our proposed final ML models 

are robust to scanner types, contrast injection protocols and reconstruction algorithms, 

proving their generalizability and the suitability of our image preprocessing, data 

preprocessing, and feature selection steps. 

However, our research had some limitations that need to be addressed. Our study 

is limited by the small number of patients and the mixed etiology of chronic liver disease. 

The individual liver segments were handled as independent samples as a kind of data 

augmentation, however during the train-test split, care was taken to ensure that segments 

belonging to the same patient were assigned to the same dataset. Furthermore, as our 

study was a retrospective, single-center study, the proposed ML models need to be 

evaluated on external cases from other institutions in a future multi-center study. 
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5.2. Radiomics analysis for differentiating renal cell carcinoma subtypes 

In our second study, we constructed a radiomics-based ML model for 

differentiating between ccRCC and non-ccRCC subtypes based on preoperative contrast-

enhanced CT scans. Our study aimed to prove the generalizability of the constructed ML 

models; therefore, those were validated on both independent test cases from our own 

Institution and on external test cases from the KiTS19 public dataset. Our proposed SVC 

model built from the corticomedullary phase radiomics features demonstrated its 

robustness and reproducibility by achieving an AUC of 0.87 on independent internal test 

cases, and an AUC of 0.83 during external validation. To prove that the model can help 

radiologists in daily practice, we also compared the performance of the ML model to that 

of a radiologist expert, which revealed that it performs comparably (accuracy of 0.79 vs. 

0.78 on the external dataset), supporting the existing literature and highlighting the 

usefulness of radiomics analysis in this application. 

Only a few studies have attempted to differentiate between RCC subtypes (75-79) 

while the majority of previously published studies have concentrated on differentiating 

benign from malignant renal lesions (101-103) or on identifying aggressive tumor 

characteristics of ccRCC (104-110). Moreover, these previous studies on radiomics-based 

classification of RCC subtypes had a single-center study design and their models had not 

been effectively validated on independent external cases from a huge number of 

institutions. 

Yu et al. were among the first who assessed the role of radiomics analysis in 

differentiating RCC subtypes (78). The authors assessed the diagnostic performance of 

the individual radiomics features extracted from the nephrographic phase post-contrast 

CT scans by constructing a linear SVC model for differentiating between RCC subtypes 

and oncocytomas. Based on the 5-fold cross-validation results, the highest performing 

radiomics feature was the geometric mean of voxel gray-level values that reached an AUC 

of 0.809 in differentiating ccRCCs from pRCCs, chRCCs, and oncocytomas. Meanwhile, 

in differentiating pRCCs from ccRCCs, chRCCs, and oncocytomas, the median of voxel 

gray-level values achieved the best performance with an AUC of 0.811. Interestingly, the 

worst performance was found in differentiating between chRCCs vs. pRCCs, ccRCCs, 

and oncocytomas, in which case the highest AUC was 0.757.  
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In multivariate analysis, the SVC model trained on the best 43 features achieved excellent 

diagnostic accuracy in both three tasks with AUCs of 0.85-0.92. 

The results of our SVC trained on the corticomedullary phase radiomics features 

(AUC of 0.87 on the internal test set) are comparable to those reported by Yu et al.  

(AUC of 0.91 during cross-validation) who constructed an SVC from nephrographic 

phase radiomics features which may indicate that the performance of the 

corticomedullary phase features is similar to that of the nephrographic phase features in 

identifying ccRCCs. However, it is important to note, that in our study, we reported the 

results on independent test cases, while the single-center study by Yu et al. reported  

cross-validated results and they also included 10 oncocytomas in their dataset. 

Chen et al. aimed to compare the diagnostic value of radiomics features extracted 

from corticomedullary and nephrographic phase CT series in differentiating ccRCCs from 

non-ccRCCs (77). By constructing a LASSO-based radiomics score, three logistic 

regression models were built, one from non-textural features, one from textural features, 

and one from a combination of the two. Although the model of the corticomedullary phase 

outperformed the nephrographic phase in both cases, where it was constructed from  

non-textural features (AUC 0.823 vs. 0.784) and where it was constructed from  

textural features (AUC 0.887 vs. 0.826), the combined model performance showed 

similar results for the corticomedullary phase and nephrographic phases with AUC values 

of 0.891 and 0.900, respectively. The results of this study showed that non-textural 

features added to a model based on textural features can improve its predictive 

performance and that radiomics features extracted from the corticomedullary phase and 

the nephrographic phase have a similar diagnostic ability in distinguishing ccRCCs from 

non-ccRCCs. Although these models were not validated on an independent test set, their 

results are comparable with the performance of our SVC that was constructed from the 

corticomedullary phase features achieving AUCs of 0.951, 0.873, and 0.834 on the 

training set, internal test set, and external test set, respectively. As the publicly available 

KiTS19 dataset did not contain nephrographic phase CT scans, we were not able to 

investigate the value of nephrographic phase radiomics features, but we proved that the 

unenhanced phase and the excretory phase radiomics features have no added value to 

those extracted from the corticomedullary phase. 



54 
 

Wang et al. investigated the performance of radiomics-based ML models 

including an RFC, an SVC, and a logistic regression algorithm (75). By evaluating the 

performance of the models on independent internal test cases, the authors found that the 

RFC had the best performance with an AUC of 0.909, while the logistic regression 

classifier reached an AUC of 0.906 and the SVC resulted in an AUC of 0.841.  

These results are similar to those that we reported during internal validation of the SVC 

which achieved an AUC of 0.88, however, we also proved our model’s generalizability 

during external validation. This study also reported the diagnostic performance of an 

expert radiologist, and the authors were able to show that their proposed ML model can 

outperform an experienced radiologist's accuracy. However, the performance of the 

radiologist reported in this study was worse than that of our study (AUC of 0.69 vs.  

0.76-0.88, sensitivity of 0.85 vs. 0.84-0.93, and specificity of 0.58 vs. 0.70-0.85). 

Externally validated results can be found in only two studies in the relevant 

literature; however, these studies also have several limitations. Li et al. performed texture 

analysis on both the unenhanced, corticomedullary, and nephrographic phase CT series 

and compared two feature selection algorithms to test their effectiveness in selecting the 

most relevant features (79). After applying either a Boruta algorithm or a minimum 

redundancy maximum relevance algorithm, two RFC models were created from the 

selected features whose performance was evaluated on 85 independent external test cases 

from another hospital The first model trained on the 8 corticomedullary texture features 

that the Boruta algorithm selected achieved an AUC of 0.949, while the second model 

built from the combination of the 7 nephrographic and one corticomedullary phase texture 

features yielded an AUC of 0.851. These results are consistent with those reported by 

Chen et al. indicating that the corticomedullary phase features have better diagnostic 

ability compared to the nephrographic phase ones. However, these results also underline 

the importance of feature selection algorithms. Our results further support these previous 

findings, however, in our study we also investigated the role of first-order features and 

shape-based features extracted from the tumor volumes in the corticomedullary phase. 

Two shape-based, three first-order, and five texture features were chosen by the LASSO 

algorithm as the most significant, which may point to the value of both first-order 

statistics and shape-based features in addition to texture-based features. Despite the fact 

that our results on the external test set were marginally worse than those reported by  
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Li et al. (AUC of 0.834 vs. 0.949), it is not considered as a sign of overfitting, as our test 

set had a significant number of atypical cases, which is supported by the fact that our SVC 

model's accuracy was found to be comparable to that of the radiologist expert  

(accuracy of 0.78 vs. 0.79). 

Kocak et al. were among the first, who reported the results of the proposed ML 

models on publicly available datasets (76). The authors extracted texture features from 

both the unenhanced and corticomedullary phase CT scans and trained either an ANN-

based or an SVC-based model for differentiating between ccRCCs and non-ccRCCs.  

For external validation, the authors selected 13 ccRCCs, 7 pRCCs, and 6 chRCCs from 

three publicly available datasets of The Cancer Genome Atlas database (TCGA) including 

TCGA-Kidney Renal Clear Cell Carcinoma (94, 111), the TCGA-Kidney Renal Papillary 

Cell Carcinoma (94, 112), and the TCGA-Kidney Chromophobe datasets (94, 113). By 

using the corticomedullary phase radiomics features, the ANN model combined with 

adaptive boosting yielded AUCs of 0.870 and 0.822, while the SVC model combined with 

adaptive boosting resulted in AUCs of 0.852 and 0.793 on the internal and external test 

sets, respectively. We reported comparable results with those achieved by Kocak et al., 

our SVC however achieved marginally better performance on both the internal and 

external test datasets with AUCs of 0.873 and 0.834, respectively, which suggests the 

superiority of three-dimensional whole tumor analysis over single slice analysis. 

However, it is important to highlight that while we used 73 tumors from the KiTS19 

dataset for external validation, Kocak et al. validated their models by using 26 selected 

cases from the TCGA dataset. 

Our study has a number of limitations that need to be pointed out. First, this was 

a retrospective study, where we did not apply strict inclusion and exclusion criteria to 

avoid selection bias. Thus, the distribution of tumor subtypes in the patient groups was 

unbalanced, reflecting the real-life circumstances, as the prevalence of these tumors in 

the population is also unbalanced. Secondly, due to the huge prevalence differences 

between tumor subtypes, only the three most common RCC subtypes were included in 

this study. Finally, the analysis of nephrographic phase CT scans was not possible in our 

study as they were not available in the KiTS19 dataset. 
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5.3. Discussing the methodological differences between our two studies 

The main steps of radiomics analysis were the same between our two studies, 

however, the methods showed some differences. It must be highlighted, that no 

universally accepted pipeline exists yet, and a vast number of acceptable algorithms can 

be found in the literature, therefore, the methods should be chosen to be optimized for the 

given research question and the characteristics of the analyzed dataset. 

Regarding radiomics feature extraction by the pyRadiomics package, in the first 

study, we performed the radiomics analysis with a bin width value of 25, however in the 

second study an optimal bin width of 16 was defined based on the density range inside of 

the segmented VOIs. Furthermore, in the first study on the liver parenchyma, we extracted 

higher-order radiomics features from the LoG-filtered and wavelet-filtered images to 

reveal differences between fibrosis stages in fine, medium, and coarse texture features. In 

the second study, due to the unbalanced distribution and the relatively low number of 

chRCCs and pRCCs tumors, we decided to limit the analysis to the original unfiltered 

images to avoid overfitting. 

During data preprocessing, we found outliers in the first study, therefore instead 

of classic standardization according to the mean and standard deviation, we choose a 

robust scaling algorithm that is not sensitive to outliers, while in the second study on 

kidney cancer, we used classical standardization to rescale the feature values by setting 

the mean to zero and the standard deviation to one. 

In both studies, a linear and a non-linear ML pipeline were constructed, using 

either RFC or SVC algorithms in the final classification models. However, the feature 

selection algorithms showed some differences between the two studies. In both studies,  

Pearson’s correlation coefficient analysis was used to filter out highly correlated features 

that are redundant. But in the first study on liver fibrosis, we then applied an FDR filter, 

while in the second analysis, we investigated the radiomics features reproducibility and 

robustness against slight differences in segmentation by using ICC analysis. The ML-

based feature selection algorithms also differed, in the first study we used either an SVC-

based or an RFC-based RFE algorithm, while in the second study, RFE was not efficient 

enough to reduce the number of features and prevent overfitting when applied to the 

training set, so we used either a LASSO or a tuned ReliefF algorithm as feature selector.  
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6. CONCLUSIONS 

Our first research investigating the role of radiomics analysis in the non-invasive 

staging of liver fibrosis was among the first studies in the literature that assessed the 

feasibility of three-dimensional liver segmentation and three-dimensional radiomics 

feature extraction from the liver parenchyma. Comparing our results to those of 

previously published studies, an important advancement of our study was that we 

validated the diagnostic performance of our models on independent test cases. In addition 

to that we demonstrated that texture features extracted from portal venous phase CT scans 

that quantitatively evaluate the tissue heterogeneity showed a strong association with the 

progression of liver fibrosis; we also proved that our proposed feature extraction, data-

post-processing, and feature selection pipeline is suitable for extracting meaningful 

imaging biomarkers from CT scans that are robust against the type of CT scanners and 

acquisition protocols. And finally, by testing two data splitting strategies, we 

demonstrated that radiomics analysis combined with machine learning model building 

can be used for differentiating between low-grade and high-grade fibrosis, thus the 

proposed non-invasive approach could successfully be used for screening chronic liver 

disease patients and identifying patients at high risk. 

In our second study, we assessed the role of radiomics analysis in the CT-based 

diagnostics of kidney cancers. After extracting radiomics features from the unenhanced, 

corticomedullary phase and excretory phase preoperative CT scans, we successfully built 

an SVC-based ML model from the corticomedullary phase radiomics features that was 

able to distinguish between ccRCCs and non-ccRCCs with an accuracy comparable to 

that of an expert radiologist. However, we were not able to prove the added value of 

unenhanced and excretory phase radiomics features over the corticomedullary phase 

ones. The performance of our corticomedullary phase model was successfully validated 

on both hold-out internal test cases, and external test cases from the KiTS19 dataset, 

demonstrating the reliability and generalizability of our ML model. Therefore, we 

conclude that radiomics analysis combined with machine learning as a quantitative and 

objective method can facilitate the non-invasive diagnosis of RCCs. 
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7. SUMMARY 

In our first study, we retrospectively identified patients with chronic liver disease 

who had undergone both SWE measurement of liver stiffness and portal venous phase 

contrast-enhanced CT scan. A total number of 30 cases were identified and assigned to 

low-grade and high-grade fibrosis groups according to the stiffness measurements. After 

the entire volume of the liver, as well as the lobes and the anatomic liver segments were 

manually segmented, three-dimensional radiomics analysis was performed on these 

volumes including a total number of 1117 radiomics features. In this study, the cases were 

first split into equal portions of training and test set, while in a second analysis, the cases 

were divided based on the scanner types. After feature selection, the best-performing 

features were used for building RFC and SVC models. In the first analysis, the RFC model 

achieved excellent performance on both the training and test cases with AUCs of  

0.95 vs. 0.90, while SVC showed overfitting as its performance dropped from  

0.88 to 0.76. However, in the second analysis, the classification performance showed no 

decrease between the training and test sets, the RFC yielded AUCs of 0.84 vs. 0.88, while 

the SVC achieved AUCs of 0.91 vs. 0.90, respectively, indicating no relevant overfitting. 

In our second study, we retrospectively collected preoperative CT scans from 

patients who had undergone nephrectomy and had been diagnosed with RCC at our 

Institution. After retrieving the unenhanced, corticomedullary, and excretory phase series 

of 209 RCC patients, the three-dimensional tumor volumes were manually segmented for 

radiomics analysis. A total number of 107 radiomics features were then extracted from 

the tumor volumes from each phase separately. After feature selection, the  

best-performing features were used for building an SVC-based and an RFC-based 

machine learning model for distinguishing between ccRCCs and non-ccRCCs.  

The effectiveness of the models built was first tested on cases from our own institution 

and then was also validated externally on cases from the KiTS19 dataset.  

The corticomedullary phase SVC achieving an AUC of 0.87 vs. 0.83 demonstrated its 

reliability and generalizability. Its accuracy was also compared on the external test cases 

to that of an expert radiologist which proved the effectiveness of the radiomics-based 

approach (accuracy of 0.79 vs. 0.78). Thus, we draw the conclusion that radiomic analysis 

combined with machine learning can be a useful tool in the non-invasive diagnosis of 

RCC in daily clinical practice.   
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